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Gonadotropin-releasing hormone (GnRH) mediates control of reproduction. It is secreted in pulses and acts via intracellular effectors to activate gonadotrophin secretion and gene expression. Sub-maximal GnRH pulse frequency can elicit maximal responses, yielding bell-shaped frequency–response curves characteristic of genuine frequency decoders. GnRH frequency decoding is therapeutically important (pulsatile GnRH can drive ovulation in assisted reproduction whereas sustained activation can treat breast and prostate cancers), but the mechanisms are unknown. Here, we consider the possibility that it is due to convergence of distinct pulsatile signals at the transcriptome. We develop a model that mirrors wet-laboratory data for activation and nuclear translocation of GnRH effectors (extracellular signal regulated kinase and nuclear factors of activated T-cells) and incorporates transcription. The model predicts genuine frequency decoding when two transcription factors (TFs) converge at a cooperative gate, and shows how optimal pulse frequency could reflect TF activation kinetics and affinities. Importantly, this behaviour is revealed as an emergent feature of the network, rather than an intrinsic feature of a given protein or pathway, and since such network topology is extremely common, may well be widespread in biological systems.
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1. INTRODUCTION

Pulsatile signals are used extensively in biological systems for cell–cell and intracellular communication. This enables information to be encoded in pulse frequency, amplitude and shape and there is considerable interest in the cellular decoding mechanisms. We have explored this issue in the reproductive endocrine system where the peptide hormone gonadotropin-releasing hormone (GnRH) is secreted in pulses from neurons in the hypothalamus. It then acts at the pituitary where it binds to receptors on gonadotrope cells. Activation of these GnRH receptors (GnRHR) increases secretion of follicle-stimulating hormone (FSH) and luteinizing hormone (LH) from the gonadotropes. These gonadotropin hormones have a shared α-gonadotropin subunit (αGSU) as well as distinct LHβ and FSHβ subunits and GnRH stimulates transcription of all three subunits [1–4]. GnRH pulse frequency varies under different physiological conditions including the menstrual cycle, where frequency increases in the early follicular phase, causing a surge in gonadotrophin secretion that drives ovulation [5]. GnRH pulse frequency varies throughout reproductive life [5–7]. Children have relatively low pulse frequency but it increases during puberty. In adult men, GnRH pulse frequency is relatively constant (approx. 1 pulse per 2 h) whereas in women it varies through the menstrual cycle, with increased GnRH pulse frequency and amplitude driving the pre-ovulatory gonadotrophin surge [7]. GnRH pulse frequency can vary markedly between species with pulses every 1–6 h in women and with pulse intervals as low as 8 min in mice [6]. It can also vary under pathological conditions such as polycystic ovarian syndrome (PCOS) where LH pulse frequency (and by implication GnRH pulse frequency) is consistently elevated at approximately 1 h⁻¹ [8]. Effects of GnRH on secretion and transcription are dependent upon pulse frequency and the essential role for pulsatile GnRH in normal physiology is illustrated by conditions in which its perturbation causes infertility [4]. Moreover, it has long been known that pulsatile stimulation of GnRHR is more effective than sustained stimulation at driving gonadotropin secretion in vivo [9]. Consequently,
sustained stimulation can cause chemical contraception and this is exploited therapeutically in the treatment of hormone-dependent cancers [10].

As noted above, GnRH provides a frequency encoded signal to pituitary gonadotropes that is crucial for the physiology and therapeutic manipulation of the reproductive system, yet GnRH frequency decoding mechanisms are poorly understood. In many systems, increasing pulse frequency simply increases output until a maximal response is maintained with continuous stimulation. Alternatively, pulsatile stimuli may elicit maximal responses at sub-maximal frequency, generating bell-shaped frequency–response relationships. Such behaviour has been termed genuine frequency decoding (as distinct from simple frequency-dependence). It is thought to require negative feedback loops [11] and is exemplified by the bell-shaped frequency–response relationships seen for effects of GnRH on transcription reporters containing LHB or FSHB promoters. However, the nature of the feedback loops is unclear and three distinct possibilities are evident in the literature. The first is that negative feedback on upstream components of GnRHR signalling pathways reduces information transfer from the cytoplasm to the nucleus at high pulse frequency. Rapid homologous receptor desensitization can be excluded as a potential mechanism because type I mammalian GnrHR do not show this behaviour [12]. GnRH does, however, cause downregulation of cell surface GnRHR [13] and a recent mathematical model of GnRHR signalling predicts pulse frequency-dependent desensitization of upstream signals as a consequence of GnRHR downregulation [14]. The second possibility is that frequency decoding reflects the interplay of transcription factors (TFs) as exemplified by work on regulation of LHB expression by early growth response factor-1 (Egr-1) and the co-regulator NGFI-A binding protein (Nab-2) [15]. The third possibility is that transcription-dependent negative feedback on upstream pathways occurs at high GnRH pulse frequency. This could include GnrHR-mediated induction of regulator of G-protein signalling (RGS-2) which has the potential to inhibit all responses distal to G/11, or induction of mitogen-activated protein kinase (MAPK) phosphatases (MKPs) with the potential to modulate GnrHR-mediated extracellular signal regulated kinase (ERK) signalling [16]. Recently, we sought to identify sites of negative feedback using fluorescent fusion proteins as live-cell readouts for signalling during pulsatile GnRH stimulation. We focused on nuclear factors of activated T-cells (NFAT) and ERK because both decode pulse frequency in other models [17–22]. Using ERK2 fused to green fluorescent protein (GFP) and NFAT1c fused to emerald fluorescent protein (EFP), we found no evidence for frequency decoding [23,24]. GnRH pulses caused pulsatile translocation of ERK2-GFP and NFAT-EFP to the nucleus but neither showed the bell-shaped frequency–response relationship characteristic of genuine frequency decoders.

Most of the data outlined above were obtained in a HeLa cell line engineered to express GnrHR. Interestingly, frequency–response relationships for GnRH effects on LHB and FSHB transcription were bell-shaped (with luciferase reporters containing LHB or FSHB promoters) in this model demonstrating (i) that genuine GnRH frequency decoding is not restricted to gonadotrope cells and (ii) that such behaviour can occur in the absence of the negative feedback loops implicated in GnRH frequency decoding. Here, we present a mathematical model for GnrHR signalling based on ordinary differential equations describing GnrHR occupancy, activation and downstream signalling. This differs from earlier models [11,14,16,25–27] in that it extends signalling to ERK and NFAT, includes cellular compartmentalization (i.e. nuclear versus cytoplasm) and importantly, lacks upstream negative feedback. This model accurately predicts wet-laboratory data for activation and nuclear translocation of ERK and NFAT [23,24] enabling these to be used as inputs to the transcriptome. In many systems ERK and NFAT converge to regulate transcription and this may well be relevant for GnRH signalling as the LHB, FSHB and αGSU genes all contain sites for regulation by both NFATs and ERK-dependent TFs. We have therefore modelled effects of pulsatile GnRH on a target gene focusing on convergence of the NFAT and ERK signals. The model predicts that genuine frequency decoding will not occur with a system in which the two TFs need to be present to initiate transcription (AND GATE), or where either TF alone can initiate transcription (OR GATE). By contrast, the model predicts genuine frequency decoding behaviour when transcription is driven by the two TFs interacting with one another (CO-OPE RATIVE GATE). Furthermore, we perform parameter sensitivity analysis as well as numerical continuation to identify the mechanisms and key regulators of these differential responses. Our main finding is that the NFAT and ERK pathways are not stand-alone frequency decoders in this model but may mediate genuine frequency decoding when converging in a cooperative manner at the transcriptome. The implication is that this complex frequency decoding is an emergent feature of the signalling network rather than an inherent feature of individual modules and that genuine GnRH pulse frequency decoding could occur without the feedback loops assumed to underlie it.

2. RESULTS

2.1. Mathematical modelling of ERK and Ca2+/ NFAT signalling pathways

We have recently used live cell imaging readouts to monitor GnrHR signalling and found no evidence for negative feedback upstream of ERK or NFAT with pulsatile stimulation [23,24]. Interestingly, bell-shaped frequency–response relationships were observed (for effects of pulsatile GnRH on LHB and FSHB reporters) suggesting the occurrence of genuine frequency decoding without negative feedback. Accordingly, we sought to develop a mathematical model that could be used to explore transcription regulation in the absence of upstream negative feedback. We developed a kinetic model that incorporates a limited degree of cellular compartmentalization (i.e. the nuclear and cytoplasmic distribution of NFAT and ERK) but lacks upstream negative feedback, and calibrated the model by...
Figure 1 shows the model prediction of \([\text{Ca}^{2+}]_{i}\) in cells expressing an NFAT1c-EFP reporter and GnRHR. Published experimental measures obtained with HeLa cells transduced with GnRHR and loaded with fura 2 for \([\text{Ca}^{2+}]_{i}\) measurement. (a) Model predictions for effects of GnRH (10^{-7} M) on \([\text{Ca}^{2+}]_{i}\) in cells stimulated either continuously (horizontal arrow) or for 5 min (grey rectangle) from \(t = 0\) (solid line, GnRH pulse; dashed line, GnRH constant). (b) Experimental data obtained under these conditions using HeLa cells transduced with GnRHR and loaded with fura 2 for \([\text{Ca}^{2+}]_{i}\) measurement. (c) Model predictions for translocation of NFAT from the cytoplasm to the nucleus (N:C NFAT ratio) in cells stimulated for 5 min or continuously with 10^{-7} M GnRH and (d) experimental data under these conditions using HeLa cells transduced to express GnRHR and NFAT1c-EFP. See [23] for detailed methods.

Comparison with published data. A complete list of the model equations as well as specific model details and parameters are given in the electronic supplementary material. We first simulated effects of brief or sustained (5 or 50 min) stimulation with 10^{-7} M GnRH on intracellular calcium concentration([Ca^{2+}]_{i}) and the nuclear to cytoplasmic (N:C) NFAT ratio and compared this to published experimental measures obtained with HeLa cells expressing an NFAT1c-EFP reporter and GnRHR. Figure 1 shows the model prediction of \([\text{Ca}^{2+}]_{i}\), increasing rapidly to a peak and then declining to a plateau value during sustained stimulation, or reducing rapidly to the basal after 5 min stimulation, simulated data that accurately mirror responses seen in this [23] and other [22,25,28] experimental models. The model predicts a slower increase in NFAT N:C reaching a maximum at approximately 40 min on sustained stimulation, or returning slowly to pre-stimulation values when GnRH is removed at 5 min, and this again accurately reflects the experimental observations (figure 1).

We extended the calibration by simulating ERK and NFAT N:C in cells stimulated with 5 min pulses of 10^{-9} M or 10^{-7} M GnRH at 60 min intervals and again obtained excellent fits between the simulated data and corresponding experimental data (figure 2). The equations and parameters for these simulations are detailed in the electronic supplementary material. Most of the model parameters were derived from published estimates in other model systems but some (for example, the parameters for movement of ERK and NFAT to and from the nucleus and for dephosphorylation of ERK within the nucleus) were selected for optimal fit during this calibration process. Comparison of the two responses reveals that ERK translocates rapidly to and from the nucleus and the N:C ERK measure returns to basal values between stimuli (figure 2) showing a behaviour termed ‘digital tracking’ [29]. By contrast, the N:C NFAT response is slower in onset and offset and this can mean that the response has not returned to the pre-stimulation value before a subsequent stimulus is added. This can lead to ‘saw-tooth’ or cumulative response in a behaviour termed ‘integrative tracking’ that is thought to increase signal efficiency with pulsatile stimuli [29]. An important feature of the model is that it accurately mirrors laboratory data for these distinct characteristics of the ERK and NFAT translocation responses. Having calibrated the model to experimental data, we sought to validate it by simulating ERK and NFAT N:C responses in cells stimulated with 5 min pulses of 10^{-7} M GnRH at 30, 60 or 120 min intervals and by comparison with data obtained in GnRHR expressing HeLa cells under these conditions. Again, an excellent fit to the experimental data was obtained (figure 3) and notably, the 30 min pulse interval revealed integrative tracking that was pronounced for NFAT and absent for ERK in both simulated and experimental data.

2.2. Extending the mathematical model to NFAT and ERK-dependent transcription

Having calibrated and validated our model against a wide range of experimental data, we could mathematically derive realistic input signals to the transcriptome (figures 1–3) in order to test whether the convergent interaction of TFs could generate the bell-shaped frequency–response relationships observed for some transcriptional effects of GnRH. We incorporated the action of NFAT- and a generic ERK-activated TF...
as inputs for transcription activation and assumed convergent action on a shared promoter. This scenario is biologically relevant as the NFAT and ERK pathways converge to regulate transcription in other systems [21] and because the αGSU, LHβ and FSHβ promoters are all potential sites for convergent NFAT and ERK signalling. It is important to recognize, however, that we are considering a generic mechanism for regulation of a generic GSU that, for the purposes of this model, receives input only from NFAT and an ERK activated TF. We exclude negative feedback (figure 4a) from the model and instead consider the possibility that both TF1 and TF2 are activated sequentially downstream of ERK (figure 4b) or that TF1 is activated by ERK and that TF2 is NFAT (figure 4c). We also consider three possible logic gates (OR GATE, AND GATE and CO-OPERATIVE GATE (figure 4d)) for the nature of the TF interaction.

Figure 2. Modelling the effects of GnRH pulses on nuclear translocation of ERK and NFAT. (a,c) Data from simulations in which cells are stimulated with 5 min pulses of 10^-9 M (solid line) or 10^-7 M (dashed line) GnRH at 1 h intervals. The predicted effects on N:C ERK or N:C NFAT are shown as fold change over the normalized values at t = 0. (b,d) Corresponding experimental data obtained by live cell imaging in HeLa cells transduced to express GnRHR and either NFAT1c-EFP or ERK2-GFP. See [23,24] for detailed methods.

Figure 3. Modelling the frequency dependence of ERK and NFAT nuclear translocation during pulsatile GnRH stimulation. Five minute pulses of 10^-7 M GnRH were at intervals of 30 min, 60 min or 120 min. Model simulated (a,c) and experimental (b,d) responses (N:C ratios) were normalized as the fold change over control (at 0 min). Responses obtained at increasing pulse frequency were offset on the vertical axis (0.5 and 1 for ERK, 1 and 2 for NFAT) for clarity.
The first logic gate we consider is the case of cooperativity (figure 4d). This interaction is modelled as

\[
\frac{d[\text{GSU}]}{dt} = K_{\text{complex}} \times \left( \frac{[\text{TF}_1][\text{TF}_2][\text{DNA}_{\text{TOT}}]^2}{K_{\text{on, TF}_1} K_{\text{on, TF}_2}} \right) \frac{1}{(1 + [\text{TF}_1]/K_{\text{d, TF}_1} + [\text{TF}_2]/K_{\text{d, TF}_2})^2} - d_{\text{GSU}}[\text{GSU}],
\]

where \(K_{\text{complex}}\) is the rate of formation of the transcript complex that incorporates the rate of RNA polymerase, \(d_{\text{GSU}}\) is a decay rate, and \(K_i\) indicates the dissociation constant of the molecule in subscript. Square brackets indicate the \(\mu\text{M}\) concentration of the bracketed substances, except for GSU-mRNA (table 1 in the electronic supplementary material).

If both TFs need to be present to activate transcription then in logic arguments this is an AND GATE scenario. This scenario excludes the possibility of only a single TF to initiate transcription, as the absence of one will lead to the entire input term being zero. This gives rise to the following ordinary differential equation:

\[
\frac{d[\text{GSU}]}{dt} = \gamma \times \left( [\text{TF}_1] + K_{\text{d, TF}_1} \right) \left( [\text{TF}_2] + K_{\text{d, TF}_2} \right) - d_{\text{GSU}}[\text{GSU}],
\]

where \(\gamma\) is the rate of transcription by RNA polymerase.

Figure 4. Schematic of the GnRH signalling cascade. R denotes GnRHR, \(E_i\) and \(F_i\), \(i = 1, 2, 3\), stand for effector proteins, I represents an inhibitor, and TF1 and TF2 are the transcription factors we model. (a) An example of a GSU regulatory network comprising multiple signalling pathways including feed-forward and/or negative feedback loops. (b) Schematic of the sequential activation network topology. (c) Schematic of parallel activation network topology. (d) In the CO-OPERATIVE GATE scenario, the transcription factors bind at independent promoter sites. After initial binding of the transcription factors to DNA the transcription factors interact to bring promoter sites in close proximity. (Online version in colour.)
When either of the two TFs is sufficient then the input function under consideration is a summation of the binding of the two TFs at independent locations on the DNA target region. Note that the binding of one is non-exclusive of the binding of the remaining factor. Hence, as could be seen in equation (2.3), we do not subtract the product of the two input functions as probability theory requires for non-exclusive binding. Subtraction of this term would lead to the consideration of an exclusive OR GATE (XOR GATE) where both TFs cannot be present on the promoter at the same time. Thus, the OR GATE scenario is given by the following equation:

\[
\frac{d[GSU]}{dt} = \gamma \left( \frac{[TF_1]}{([TF_1] + K_{dTF1})} + \frac{[TF_2]}{([TF_2] + K_{dTF2})} \right) - d_{GSU}[GSU].
\]  

(2.3)

Detailed derivations of equations (2.1)–(2.3) as well as corresponding parameter values are given in the electronic supplementary material.

For each scenario we performed model simulations with \(10^{-7}\) M GnRH pulse frequencies of 0.125, 0.25, 0.5, 1, 2 and 4 pulses per hour for 8 h of simulation in accordance with our experimental work on transcription regulation in a GnRHR-expressing HeLa cell model [23,24]. We plotted the predicted GSU-mRNA transcriptional responses over time for each combination of pulse frequency, logic gate and pathway architecture and, in agreement with recent theoretical results [30], our model exhibited entrainment to the GnRH pulse frequency in all the cases considered (figure 5). It is also important to note that these simulated transcriptional responses occur with a characteristic delay of 20–30 min as has been experimentally observed during ultradian hormone stimulation that induces cyclic receptor-mediated transcriptional regulation, or gene pulsing, both in cultured cells and in animal models [31]. This delay reflects the fact that stimulation requires accumulation of intermediate signalling components that in turn activate downstream pathways eventually leading to 20–30 min delay in GSU-mRNA response.

With the AND GATE scenario (figure 5a), increasing pulse frequency increased the GSU transcriptional response. This was seen for both pathway topologies (TF1 and TF2 activated sequentially (left panel) or in parallel (right panel)) with maximal responses obtained.

\[\text{Figure 5. Modelling the time-course of GSU-mRNA expression at varied GnRH pulse frequency. Typical GSU-mRNA time-series solutions in the model for } [\text{GnRH}] = 10^{-7}\text{ M pulses of duration 5 min with frequencies of 0.125 (black dash-dotted line), 0.25 (blue dash-dotted line), 0.5 (pink dashed line), 1 (green dashed line), 2 (blue dotted line) and 4 (red solid line) pulses per hour, where } K_{dTF1} = 0.02\text{ M and } K_{dTF2} = 0.2\text{ M. (a) AND GATE scenario; (b) OR GATE scenario; (c) CO-OPERATIVE GATE scenario; left panels show the response of the sequential activation model (figure 4b); right panels show the response of the parallel activation model (figure 4c). (Online version in colour.)}\]
at lower pulse frequencies in the sequential TF activation model. Qualitatively similar data were obtained with the OR GATE scenario (figure 5b); again increasing pulse frequency increases the transcriptional response with near maximal responses obtained at lower frequencies with sequential activation of TF1 and TF2 (as compared to their parallel activation). Importantly, maximum responses were obtained at maximal pulse frequency with both of these gates. By contrast, with the CO-OPERATIVE GATE scenario (figure 5c) increasing GnRH pulse frequency increases the magnitude of the GSU transcription output until a maximal response was obtained at a sub-maximal frequency for both pathway topologies. Further increasing pulse frequency reduced the transcriptional response which was optimally stimulated by GnRH at 0.5 or 1 pulse per hour (for both models). The output of the AND GATE and OR GATE model scenarios is reminiscent of the integrative tracking nature of the NFAT nuclear-translocation response at high pulse frequency. This is in sharp contrast to the CO-OPERATIVE GATE scenario model output that is characterized by decrease in GSU-mRNA with increase in frequency (bell-shaped frequency–response relationship).

To better quantify the transcriptional responses we integrate the model’s time-series output, taking the area under the curve (AUC) for the 8 h GSU-mRNA profile (data from figure 5) as a measure of the transcriptional response predicted with each scenario and pulse frequency (figure 6a). Here, the key observation is that bell-shaped frequency–response relationships are predicted to occur with the CO-OPERATIVE GATE and either of the pathway topologies but not with the AND GATE or the OR GATE (with either topology). This figure also enables direct comparison with published frequency–response relationships obtained using luciferase reporters to monitor transcriptional responses in GnRHR expressing HeLa cells [23,24]. In this model, GnRH bell-shaped frequency–response curves were obtained for GnRH effects on LHβ-luciferase and FSHβ-luciferase reporters (consistent with the cooperative simulations) whereas GnRH effects on αGSU-luciferase activity increased as pulse frequency increased (consistent with an AND GATE or an OR GATE scenario).

In order to verify that differential regulation does not occur at the level of TF activation, we computed the AUC of the two TF (TF1 and TF2) time-series outputs given by both model variants. As shown (figure 6b), the AUC for both TFs is predicted to increase with increasing frequency, and this is in agreement with the experimental measurements of GnRH effects on an NFAT-responsive luciferase reporter and an Egr-1-luciferase reporter in this model [23,24]. Thus, in our mathematical model genuine frequency decoding occurs due to an interaction between the two TFs prior to transcription initiation, and only when the two TFs converge at a CO-OPERATIVE GATE. Moreover, we demonstrate that this result holds for both network topologies.

2.3. Parameter sensitivity analysis based on the AUC measure

Gene transcription is controlled in many ways. Alterations to the amount of each TF, the rate of transcript processing, the stability of the TFs and transcripts all have the potential to affect the overall transcription

---

Figure 6. Modelling the cumulative effects of GnRH on GSU-mRNA expression at varied pulse frequency. (a) GSU-mRNA area under the curve (AUC) for the time series shown in figure 5 (filled red diamond, CO-OP; filled blue circle, AND; filled green square, OR); (b) TF1 and TF2 AUC (pink cross marks, TF1; open diamond, TF2); left panels show the response of the sequential activation model (figure 4d); right panels show the response of the parallel activation model (figure 4c). [GnRH] = 10^{-7} M, K_{d_{TF1}} = 0.02 M and K_{d_{TF2}} = 0.2 M. (Online version in colour.)
rate. To explore how such factors might affect transcription we performed a parameter sensitivity analysis on our mathematical model, systematically varying TF dissociation constants and half-lives. We restricted this to the CO-OPERATIVE GATE, as the only scenario generating genuine frequency decoding behaviour using the GSU-mRNA AUC measure of transcriptional activity as the model output. In the simulations shown in figure 7 we focus on stimulation for 8 h with 5 min pulses of $10^{-7}$ M GnRH at varied frequency 0.125, 0.25, 0.5, 1, 2 and 4 pulses per hour and also determined the pulse frequency at which the maximal transcriptional response occurred (optimal pulse frequency). All model parameters were fixed at the reference values given in the electronic supplementary material with the exception of the dissociation constants, $K_{d,TF1}$ and $K_{d,TF2}$ as well as the half-life of TF1. System output was computed for 400 pairs of dissociation constants, each varying over 100 fold and uniformly spaced over a range of 2–200 nM. The TF1 half-life was varied in the range of 10–50 min, in accordance with published estimates for Egr-1 stability [32].

Figure 7 shows results from simulations assuming sequential activation of TF1 and TF2 downstream of ERK with $K_{d,TF1}$, $K_{d,TF2}$ and optimal pulse frequency on the x, y and z axes, respectively, for TF1 half-times of 20, 30 and 40 min. This analysis predicts that optimal pulse frequency is dependent upon the dissociation constants of the TFs and on the half-time of TF1. Notably, the occurrence of maximal output at sub-maximal pulse frequency (genuine frequency decoding) occurs with the CO-OPERATIVE GATE scenario where $K_{d,TF1}$ is relatively small compared to $K_{d,TF2}$. Above a certain value of $K_{d,TF1}$, the
system exhibits only integrative tracking; irrespective of $K_d$ for TF2 the maximal response is seen with the maximal pulse frequency (i.e. optimal pulse frequency is 4 per hour as illustrated by the upper plane of symbols in figure 7a). In addition, variations in the TF1 half-life influenced not only the range of dissociation constants where the system exhibits genuine frequency decoding, but also the pulse frequency at which maximal predicted GSU response occurs. Specifically, the analysis predicts that increasing TF1 half-life shifts the frequency–response relationship leftward (yielding lower values for optimal pulse frequency). Conversely, reducing TF1 half-life has the opposite effect increasing the range of parameters where the system does not discriminate input frequencies (see also the electronic supplementary material, figure S4). Similar data were obtained with parameter analysis of the parallel TF activation model (where TF1 is activated by ERK and TF2 is NFAT). As shown (figure 7b), the optimal pulse frequency is again dependent upon $K_d$ for TF1 and $K_d$ for TF2 values with genuine frequency decoding occurring at relatively low $K_d$ for TF1 values, and with increased TF1 half-life values reducing the optimal pulse frequency for transcription activation. The most notable difference between the two pathway topologies is that, when compared to the parallel TFs activation model (figure 7b), the sequential TFs activation model (figure 7c) predicts genuine frequency decoding with a much smaller range of $K_d$ for TF1 and $K_d$ for TF2 values (i.e. there are far fewer symbols on the 0.25–2 pulses per hour planes in figure 7b than there are in figure 7a).

2.4 Parameter sensitivity analysis based on continuation of periodic GSU responses

The results described above were obtained with a time-consuming brute-force computational approach. An alternative approach for determining parameter sensitivity is to compute a model solution (i.e. the GSU output) as a function of this parameter. This ‘continuation of solutions’ approach is an important tool for understanding model dynamics as it could reveal qualitative changes in solution structures (such as bifurcations). Our model of GSU transcriptional regulation exhibits entrainment to GnRH periodic inputs (figure 5) and converges to a fixed limit cycle (periodic orbit) of the same period as the input signal [30]. Figure 5c also demonstrates that frequency decoding is associated with a decrease in the amplitude of this limit cycle. These properties of the model allow for parameter sensitivity analysis that is based on numerical continuation of this limit cycle (or periodic solution) in a model parameter of interest. This can be achieved using continuation software such as AUTO [33]. To do so, it is first necessary to represent the model as an autonomous dynamic system. This was achieved by substituting the square wave GnRH input used previously with a standard two-dimensional dynamical system that admits an asymptotically stable periodic orbit as a solution expressed in terms of sine and cosine functions with the same period and magnitude as the square wave pulse [34]. As maximal GnRH effects have been reported at 0.5–2 pulses per hour in various systems we performed numerical continuation analyses for the parameters of interest ($K_d$ for TF1 and $K_d$ for TF2 as well as the half-lives of TFs and GSU) continuing model solutions of period 30, 60 and 120 min.

We initially used the CO-OPERATIVE GATE scenario assuming sequential activation of TF1 and TF2 downstream of ERK, continuing 30, 60, and 120 min period solutions in $K_d$ for TF2 for different values of $K_d$ for TF1 (2, 20 and 200 nM) with TF1 half-life fixed at 40 min. Figure 8a shows the maximum amplitude of these periodic solutions as a function of $K_d$ for TF2. Consistent with the simulation data above, this analysis predicts frequency decoding when $K_d$ for TF1 is relatively small compared to $K_d$ for TF2. In this case, genuine frequency decoding (with maximal output at sub-maximal pulse frequency) occurs at $K_d$ for TF2 values where the values in the red curves (2 pulses per hour) exceed those in the corresponding blue or green curves (1 and 0.5 pulses per hour, respectively). Thus with $K_d$ for TF1 at 0.002 µM a bell-shaped frequency–response relationship is predicted for all $K_d$ for TF2 values ≥ 0.003 µM (intersect point indicated by an asterisk in the left panel of figure 8a). Similarly, with $K_d$ for TF1 at 0.02 µM, genuine frequency decoding occurs for $K_d$ for TF2 values ≥ 0.04 µM (middle panel of figure 8a), whereas with $K_d$ for TF1 at 0.2 µM genuine frequency decoding does not occur at any $K_d$ for TF2 value (right panel of figure 8a). Using the same continuation method and parameters for the AND GATE and OR GATE models we found no evidence for genuine frequency decoding (i.e. maximal responses were always obtained at maximal pulse frequency as shown in figure 8b,c). Furthermore, varying the half-lives of TF2 or GSU while keeping TF1 half-life fixed did not affect the behaviour of our system (see the electronic supplementary material, figures S5 and S6).

Thus, our model of GnRH-induced transcriptional regulation based on experimental observations of NFAT and ERK signalling to the nucleus can only mimic the characteristic bell-shaped frequency–response relationships seen for pulsatile GnRH effects when two TFs act in a CO-OPERATIVE manner to drive transcription.

3. DISCUSSION

Many aspects of cell–cell communication and intracellular signalling rely on frequency-coded chemical signals. The reproductive system is a classic example, in which GnRH pulse frequency varies under different physiological conditions and gonadotrope responses to GnRH are frequency-dependent. Extensive work on transcriptional regulation has revealed how GnRHR-regulated signalling pathways feed into activation of multiple TFs to regulate gonadotropin expression but the mechanisms decoding pulse frequency remain poorly understood. A characteristic feature of this (and other) frequency-dependent signalling systems is that for some, but not all, transcriptional effects of GnRH, maximal responses occur at a sub-maximal pulse frequency. This behaviour has been termed genuine frequency decoding (as opposed to simple frequency-dependence) and is thought to reflect the action of
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feedback regulatory loops [11,16,35,36]. In accordance with this, the agonist-induced downregulation of cell surface GnRHR provides a negative feedback loop that underlies frequency-dependent signalling responses in the mathematical model of Washington et al. [14]. This model predicts that all responses to pulsatile GnRH will desensitize in a manner that is dependent upon GnRH concentration, pulse frequency and receptor number [23]. A more recent study [16] reveals how GnRH-mediated upregulation of MKP could provide a negative feedback loop underlying frequency decoding although in this case the feedback would be specific for effectors downstream of MAPKs. However, we have recently used imaging readouts that enable activation of GnRHR effectors to be monitored in live cells during pulsatile stimulation and found no evidence for such negative feedback. Using the N:C ratio of an ERK2-GFP reporter as a readout for ERK activation, and an NFAT-EFP reporter as a readout for Ca\(^{2+}\)/calmodulin activation we observed responses that were dependent upon GnRH concentration, GnRH pulse frequency and GnRHR number but desensitization was not seen under any of the experimental conditions. We also observed no measurable GnRHR downregulation with intermittent GnRH stimulation [23] and that MKPs had little influence on ERK activation response kinetics with pulsatile stimulation [24]. Nevertheless, the model used (HeLa cells engineered to express GnRHR and reporters) did exhibit genuine frequency decoding as maximal GnRH effects on LHB-luciferase and FSH\(\beta\)-luciferase reporters occurred at sub-maximal GnRH pulse frequency (1–2 pulses per hour). This clearly suggests that other ‘transcriptome-based’ decoding mechanisms might underlie GnRH frequency decoding in the absence of negative feedback mechanisms influencing the signals passing from the cytoplasm to the nucleus.

In light of the data outlined above, the initial aim of this study was to develop a reliable mathematical model for GnRHR signalling that lacks these putative negative feedback loops, incorporates ERK and NFAT as GnRH effectors and includes cellular compartmentalization for comparison with published data on N:C ERK2-GFP and NFAT-EFP ratios [23,24]. Here, it is important to recognize that pulsatility occurs at multiple loci and with multiple time scales in GnRH signalling. Thus, GnRH causes oscillatory increases in cytoplasmic Ca\(^{2+}\) concentration with inter-pulse intervals of seconds–minutes in some models [25], that gonadotrope responsiveness to GnRH varies through oestrous or menstrual cycles with intervals of days to weeks, and that reproduction is seasonal in many species with a yearly interval. Our model focuses solely on the decoding of GnRH pulse frequency on the ultradian scale (with pulse intervals of 15 min–4 h) and is developed from consideration of data from HeLa cells in which GnRH would not cause oscillatory Ca\(^{2+}\) responses within the 5 min stimulation periods considered (figure 1). However, the model accurately predicts the activation and nuclear translocation responses seen with ERK2-GFP and NFAT-EFP reporters under a wide range of conditions of GnRH concentration and pulse frequency.
Thus, we considered the situation where both TF1 and TF2 converge on a single gene promoter that we used because this is probably the case for the gonadotrophin subunit (GSU), a generic term used because this is probably the case for the αGSU, LHβ and FSHβ gonadotrophin subunit genes, as it is for many other ERK and NFAT target genes [17–22]. We considered the possibility that TF1 is an ERK-activated TF and that TF2 is NFAT (parallel activation network topology) or that TF1 and TF2 are sequentially activated downstream of ERK (sequential activation network topology). We also tested three distinct logic gates for the nature of the action of TF1 and TF2 at the promoter. The first is a CO-OPERATIVE GATE that in biological terms could reflect the action of one TF to mediate the interaction between the other TF and the cell transcriptional machinery, or alternatively, the requirement of physical interaction between the two TFs to orient distant promoter sites and bring them to close proximity for transcription activation (see figure 4d). The second is the AND GATE in which both TFs are needed for transcription activation but there is no functional interaction between them, and the third is the OR GATE where either or both TFs can drive transcription but there is again no functional interaction between the two. The key prediction of our model simulations is that genuine frequency decoding can indeed occur when two TFs are activated either in series or in parallel and converge in a CO-OPERATIVE manner on a gene promoter. Genuine frequency decoding was never seen in simulations with an AND GATE or an OR GATE, but the CO-OPERATIVE GATE predicts this behaviour in the absence of the negative feedback often assumed to underlie it.

As the model has been developed using GnRHR-mediated responses, it provides a framework for understanding pulsatile GnRH signalling. It is important to recognize, however, that transcriptional regulation is an extremely complex process involving TF cascades (where immediate early genes drive expression of late response genes), and in which multiple TFs form gene-specific combinatorial codes and act in conjunction with epigenetic mechanisms (such as histone modification) at multiple stages of the cascade [37]. Here, we have focused on possible convergence of the ERK and NFAT pathways on GSU promoters for four reasons. First, these are the only pathways for which we have experimental measures of the signal passing from the cytoplasm to the nucleus; second, ERK and calmodulin effectors, including NFAT, have already been shown to decode pulse frequency in other systems [18–20,22]; third, the promoter regions of the αGSU, LHβ and FSHβ all contain response elements likely to mediate effects of ERK (i.e. Egr-1 sites) and NFAT [20]; and fourth, the Raf/MEK/ERK and Ca2+/calmodulin/calcineurin/NFAT cascades are known to act as co-dependent modules in other systems, notably in the control of cardiac myocyte proliferation where ERK and NFAT converge on composite AP-1/NFAT response elements in a number of genes controlling cell growth [19,21]. Clearly, our modelling illustrates the potential for such convergence as a frequency decoding mechanism that could well be relevant in regulation of many target genes by GnRH in gonadotropes or by other stimuli in other cells.

In exploring model parameters, we found that affinities (dissociation constants) and half-lives of TF1 and TF2 can have pronounced effects on frequency-dependence of the predicted transcriptional response. Again, this represents an over-simplification as transcription is controlled by the assembly of large protein complexes with multiple TFs and co-regulatory molecules interacting with components of the general transcription unit. Moreover, it is increasingly evident that TFs and other co-regulatory molecules cycle to and from DNA and often do so in synchrony. Thus, there is a dynamic assembly and disassembly of transcription-regulating protein complexes at many genes including the LHβ promoter in GnRH-stimulated cells [15,32]. In this context, one could view the model’s $K_d$ and half-lives for TF1 and TF2 as broad measures of the efficiency of assembly and stability of this multi-protein complex, rather than just the TF–promoter binding affinity and TF degradation rate. One intriguing implication of this is that the optimal pulse frequency for any given transcriptional response may itself be regulated by factors such as post-translational modification (i.e. phosphorylation, ubiquitination or sumoylation of TFs) with the potential to alter the efficiency of assembly and the stability of the multi-protein complex. It has been very well established experimentally that high GnRH pulse frequencies favour activation of the LHβ promoter whereas slower pulse frequencies favour activation of the FSHβ promoter both in vivo and in vitro [2,6,32,38] but the possibility that these optima themselves vary under different conditions has not been extensively explored. Thus, optimal pulse frequencies for GnRH effects differ between species [6] but to our knowledge, the possibility that they vary under different physiological conditions (i.e. through the menstrual cycle or through puberty) or in different pathological states (such as PCOS) remains untested. Extending this one might expect model parameters and optimal pulse frequencies to be dependent on cellular context, raising the question of whether a mathematical model developed using a heterologous expression system (HeLa cells) can accurately reflect behaviour of native GnHR in gonadotropes. Here, it is important that these cells do show genuine GnRH frequency-decoding behaviour (bell-shaped frequency–response relationships for GnRH effect on LHβ and FSHβ reporters). Moreover, the effects of pulsatile GnRH on NFAT-EFP localization in HeLa cells closely parallel its effects on the gonadotrope lineage LβT2 cell line [23]. However, we have not explored ERK signal kinetics in LβT2 cells because they were derived by targeted transgenesis with SV40 T antigens which interact with a wide range of target proteins including protein phosphatase 2A [24]. Since this accounts for a large proportion of protein phosphatase activity in many cells and is markedly inhibited by the small T antigen, an obvious concern is that the immortalization strategy may influence the response kinetics. In considering the general applicability of the model predictions, it should be noted that the model parameters...
derived from published HeLa cell data are represented by a small subset of points on figure 7a,b. It is perfectly conceivable that other points in these figures (or on the curves shown in figure 8) more accurately reflect the situation in other cells types (such as gonadotropes or gonadotrope lineage cell lines) or from different species and under different physiological conditions.

Although a great deal is yet to be learned about the specific mechanisms of GnRH frequency decoding, the most important aspect of this study is the general observation that two convergent signalling pathways activated by pulsatile stimulation can show genuine frequency decoding behaviour without feedback loops. We illustrate this for the Ca$^{2+}$/calmodulin/calcineurin/NFAT and Raf/MEK/ERK pathways that do not show frequency decoding as stand-alone modules but do so when they converge on a CO-OPERATIVE logic gate. It is therefore probable that similar behaviour will occur with two pathways in which the convergence is due to genetic and epigenetic regulation (i.e. activation of a TF and an enzyme causing histone modification to permit TF access to the promoter) or in which the pathways converge to influence activity of an effector that is not a TF (i.e. two kinases phosphorylating a target protein on different sites, or an ion channel gated by membrane potential and phosphorylation).

In summary, we show that when two convergent signalling pathways are activated by pulsatile stimulation within a signalling multi-level network topology, the network can show genuine frequency discrimination behaviour, even in the absence of the feedback loops previously thought to explain such behaviour. We illustrate this possibility by modelling transcriptional responses elicited by activation of Raf/MEK/ERK and Ca$^{2+}$/calmodulin/calcineurin/NFAT pathways by pulsatile GnRH, a system in which neither pathway acts as a stand-alone frequency decoder but where genuine frequency decoding is predicted for their convergence at a logical CO-OPERATIVE GATE. The abundance of such convergence within intracellular signalling pathways leads us to speculate that genuine frequency decoding may be an almost inevitable emergent feature of cell signalling networks.
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